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Abstract 
Diabetes is a condition where blood sugar concentrations are high and there is 
something wrong with insulin inside the body. A hormone called insulin 
controls the equilibrium of blood sugar concentration in humans. Diabetes has 
high-risk health, such as CKD, CVD, skin disease or even blindness. The reason 
people suffer from diabetes is caused by bad consumption habits. Some 
symptoms of diabetes are frequent urination and feeling hungry too quickly. 
Diabetes is sometimes difficult to diagnose, which is why it is also referred to 
as the silent killer. A preventive way is an early prediction of diabetes disease. 
This is very important to do. In this study, the discriminant analysis algorithm 
is used along with machine learning techniques. In this study, machine learning 
techniques are used. Its name is discriminant analysis algorithm. Two popular 
versions are linear discriminant analysis (LDA) and quadratic discriminant 
analysis (QDA). This method is used because it is suitable for high-dimensional 
data and the discriminant analysis algorithm has minimal parameters. The 
discriminant analysis algorithm uses few parameters, and this method is 
appropriate for high-dimensional data. We'll compare the two approaches to 
find a way to demonstrate their dependability. Both approaches would be 
contrasted. Based on the result, QDA has the best performance. QDA can 
produce accuracy = 93.7%, TPR = 93.7%, precision = 94.3%, recall = 93.7% and 
F-measure = 93.9%. FPR of QDA is the lowest one, it is 1.02%. It means QDA 
has a small error in making predictions. Overall, based on the result QDA is the 
proven and proper method for detecting diabetes disease. 

 
1. Introduction 
 A condition when high levels of blood sugar (blood glucose) caused metabolic disease is namely diabetes. 
Diabetes makes the human body cannot properly respond to insulin [1]. The hormone insulin is responsible for 
controlling the equilibrium of blood sugar levels. Hyperglycemia, or elevated blood glucose, is a sign that the insulin is 
not functioning correctly. The term is impaired glucose tolerance (IGT). The effect of diabetes suffering over time has 
serious risks such as kidney disease (CKD), heart disease (CVD), damaged blood vessels, blindness (diabetes 
retinopathy), and skin problems [1]–[4]. So, it is included as one of the most dangerous diseases in the world. According 
to the WHO, 422 million individuals in low- and middle-income countries have diabetes. It is predicted that there will be 
642 million cases of diabetes worldwide in 2040 [5]. 

Diabetes comes in two varieties: type 1 and type 2. Type 1 occurs because the pancreas produces little insulin, 
and type 2 is the human body resists insulin so there is not enough insulin in the body [4],[6]. A reason that causes 
diabetes is bad consumption habits. As an example, Indonesian people like to consume high calories food without 
protein, vitamins, and fat balancing [7]. In addition, psychological factors like mental health conditions, cognitive 
dysfunction, personality traits, and quality of life can also contribute to it. [8]. A prolonged period of high blood glucose 
concentration is the primary sign of diabetes, frequent urination, blurry eyes, abnormal loss of weight and feel hungry 
too quickly [9]. Diabetes can be detected from urine checks, blood pressure tests, kidney tests and biopsy. But studies 
show that 40% of diabetic subjects do not show initial screening. Diabetes also called as a silent killers beacause the 
undetectable symptoms. One concern of diabetes is that it can cause several health issues or possibly early mortality 
if it is not identified and treated promptly. Therefore, it is necessary to have a good system to detect diabetes as a 
preventive method. In this research, we take advantage of machine learning classifier implementation to predict 
diabetes early.  

In the last ten years, machine learning has been used extensively in the healthcare industry. Machine learning has 
a great deal of potential to raise human standards and move toward a peaceful existence due to its dependability and 
efficiency. There is a lot of data stored in different formats because of the current digitalization era. Machine learning 
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can use this data to examine patterns or hidden knowledge within a set of data. Since machine learning is a data-driven 
approach, learning requires data. 

There are algorithms in the machine learning method that was used in previous research to predict diabetes 
disease. Such as support vector machine (SVM) reach accuracy about 84,10%, 100%, and 82%  [2], [5], [10]. SVM reliably 
handles data that is separated both linearly and nonlinearly by constructing a hyperplane that divides data classes. An 
algorithm known as random forest (RF) uses multiple decision trees to produce decisions and conduct majority voting. 
RF could reach accuracy about 84%; 79%; and 98% [9], [11], [12]. Logistic model tree (LMT) is a tree model based on 
logistic function. This method canreach accuracy = 79.31% [13]. Fuzzy is one of soft computing method that reach 
accuracy about 79,8% [6]. Artificial neuro fuzzy inference system (ANFIS) reach accuracy = 84.48% [4]. Decision tree 
(DT) is tree based model to do prediction and reach accuracy about 91.2% [14]. It is proven that machine learning can 
be implemented to predict diabetes disease.  

 
2. Research Method 

 
Figure 1. Research methodology 

 
The research approach employed in this study is depicted in Figure 1. Generally, there are 4 stages that are load 

the obtained dataset; dataset preparation by doing some data preprocessing from raw data until already to use; 
experiment is implementing the machine learning algorithm, there are LDA and QDA; evaluation to measure 
performance of the classifier models; and discussion to gain the best model based on experimental phase. The details 
will be explained below. 

The first stage is the dataset must be loaded. Dataset pulls from Mendeley dataset [15] and consists of 1000 row 
instance data. More description about dataset shown at  

Table 1. From the table there are 14 features such as id, no of patient, gender, age, urea, HBA1C, creatinine ratio 
(Cr), cholesterol (Chol), HDL cholesterol triglycerides (TG), LDL, VLDL, body mass index (BMI) and target class. There 
are three class targets, namely yes diabetic, nondiabetic, predict-diabetic. Information from patient medical records, 
including personal information and laboratory test results, is where the data is gathered from. 

The data type of each data consists of numeric and nominal type and have various range of data. The second stage 
is dataset preparation. The data will be cleaned first before doing an experiment. Feature ID and No of the patient will 
be removed because it has no correlation to the result. By reducing these 2 features, we can also reduce the high 
dimensionality of the data. The gender with nominal type will be transformed into numeric. In this phase, we use ordinal 
encoding to convert categorical into numerical values [16]. The conversion process is by assigning a value in the form 

Load dataset

dataset 
preparation

experiment
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discussion
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of an integer to each category. Conversion based on the number of known categories. Since the target class does not 
need to be converted into numeric form, the data type in the class feature is left unchanged. 

 

new_data =
curr_data−min_data

max_data−min_data
   (1) 

 
Table 1. The details of dataset 

Feature Range Type 

ID 1-800 Numeric 
No 123 - 75435657 Numeric 

Gender F, M Nominal 
Age 20 - 79 Numeric 
Urea 0.5 - 38.9 Numeric 

Cr 6 - 800 Numeric 
HbA1c 0.9 - 16 Numeric 
Chol 0 - 10.3 Numeric 
TG 0.3 - 13.8 Numeric 

HDL 0.2 - 9.9 Numeric 

LDL 0.3 - 9.9 Numeric 
VLDL 0.1 - 35 Numeric 
BMI 19 - 47.75 Numeric 

Class Y, N, P Nominal 

 
Based on  
Table 1, the data range is very diverse. To ensure that all data values have the same minimum and maximum 

bounds, the range of values must be uniformed [17]. The min-max scaler will be used for normalization once the next 
data type expectation is fully numeric. The formula to compute normalization using min-max scaler shown at Equation 
(1). To get new normalized data, this formula uses current data, minimal value and maximal value. The data value range 
that results from applying the min-max scaler is between 0 and 1. Another advantage of min-max scaler normalization 
is that it can speed up the computing process because the data range is no longer large. In some case, by implementing 
min-max scaler to do data normalization, it also can increase the evaluation measure such as accuracy [18]. 

 
Figure 2. Illustration of k=10 cross validation 

 

𝑓(𝑥) =
1

(2𝜋)𝑝 2⁄ |𝐶(𝑋)|.5
exp⁡(−0.5(𝑥 − 𝜇)𝑇(𝐶(𝑋))

−1
(𝑥 − 𝜇)   (2) 

 

𝛿𝑘(𝑥) = 𝑥𝑇 ∑ 𝜇𝑘 − 0.5𝜇𝑘
𝑇(𝐶(𝑋))

−1
𝜇𝑘 + log⁡(𝜋𝑘)

−1
𝑘    (3) 

 
 The third stage is performing the discriminant analysis classifier. Before creating the model, the dataset will be 
split into training and test data by implementing cross-validation with k=10. Figure 2 shows illustraton of cross-
validation with k=10 [19]. Ten sections will be created from the data. There will be two segments of data: one for testing 
and the other for training. Based on the number of k values, this test data will shift from each segment ten times 

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
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iteratively. Cross-validation helps us to make a more general model and avoid the overfitting of the classifier [20]. Then 
the data is ready to carry out the experiment. A classifier that the research use is discriminant analysis. There are two 
common kinds of discriminant analysis to compare, there are linear and quadratic. The aim of this comparison is to get 
the best model for this case. Because it directs the selection of a suitable discriminant analysis method and provides 
a gauge for the quality of the method that is ultimately selected [21].  

One technique for supervised learning is linear discriminant analysis, or LDA to do classification tasks and can be 
used for pre-processing data such as dimensionality reduction [22]–[25]. In various classification and pattern 
recognition problems, this dimension reduction, for example, makes the data matrix smaller than the original data. 
Supervised learning is the foundation of this data transformation for the process to consider the data class and 
generate low-dimensional data points that are near the class group. The mathematical function of LDA is to maximize 
heterogeneous data and minimize homogeneous data [23]. The equation of LDA can be shown at Equation (2). The 
manual calculation of LDA is based on three steps, there are calculate inner class, calculating between classes, and 
reconstructing data. LDA is very suitable for linearly separated data or data that only has two targets of classes. This 
equation requires of covariance and pooled covariance of data. This step is also applied for data dimension reduction. 
Then bayesian theory is implemented to calculate probability of its class. Where µ is mean, C means covariance, x is 
data input and k are class target.  

Equation (3) shows the mathematical function of quadratic discriminant analysis (QDA). In Equation (2), the 𝜇𝑘  
assuming the covariance matrix for remains the same for all classes. For QDA, 𝜇𝑘  ise used to calculates the covariance 
matrix for each class [26]. It is evident from Equation (3) that a logarithmic function exists. The ability of QDA to solve 
quadratic problems is attributed to this function. The advantage of LDA and QDA is not require some parameter to 
optimize their model, also known as nonparametric function. These two techniques work well in situations where the 
data is high-dimensional as well. [27]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑡𝑜𝑡𝑎𝑙⁡𝑟𝑜𝑤⁡𝑑𝑎𝑡𝑎
× 100%     (4) 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%       (5) 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝐹𝑁
× 100%       (6) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100%      (7) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%      (8) 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑟𝑒𝑐𝑎𝑙𝑙⁡×⁡𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙⁡+⁡𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
× 100%    (9) 

 
The fourth stage is evaluating the model based on some evaluation metrics. In this discussion, we used accuracy, 

TPR, and FPR evaluation. Accuracy to know how best the model to predict and shown in Equation (4). TPR uses to know 
the correct rate of classifier and the equation shown in Equation (5). Equation (6) to calculate FPR to know the wrong 
rate of the model predictor [28].TP = true positive, FN = false negative, TN = true negative, and FP = false negative. This 
variable is obtained from the confusion matrix. Precision to know how precise the model to predict and recall to knowing 
all the positive rate. Each formula is shown in Equation (7) and (8). Equation (9) presents the formulation for the 
application of F-Measure evaluation. Since we have the values of FPR and TPR, these values will be used to create the 
ROC (receiver operating characteristics) graph. The value of the ROC graph can be used to model errors and determine 
the reliability of the algorithm in carrying out classification [29]. The evaluation computation makes use of the 
calculated precision and recall values. Applications of the F-measure's benefits to unbalanced data are appropriate. As 
a result, the f-measure is also used to enrich the discriminant analysis evaluation results. These metrics will be used in 
the next discussion to gain the optimum classifier between LDA and QDA. 
 
3. Results and Discussion 

According to the experiment, the result and discussion by observing LDA and QDA will be explained here. First, we 
show the materials that used in this study and discuss the details. Then elucidate the results of the experiment to obtain 
and clarify the best method based on the comparison. 

The distribution of the target dataset is shown in Figure 3. There 5.3% or 53 data are predicted to have diabetes, 
10.3% as non-diabetes about 103 data, and the remaining 844 data are yes-diabetes about 84.4%. It shows if yes-
diabetes is dominance than other classes. The imbalance of the class is indicated by the display. Therefore, using the 
f-measure evaluation in this study makes perfect sense. 
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Figure 3. Class distribution 

 

The total attribute in this experiment is 12 features after removing 2 features. Gender features have been 
transformed into numeric by changing female to 1, and male to 2. The name of the method is ordinal coding. A new 
dataset details shown in Table 2. With 12 variables, the current dataset has a dimension of 12D. The more complex the 
data is to visually represent, the higher its dimensions. In addition, it necessitates high computing. Processing the data 
thus becomes a challenge in and of itself. Thus, another goal of this study is to demonstrate the applicability of 
discriminant analysis to the situation of diabetes. The current dataset with features in the form of numbers is ready for 
learning because the similarities between LDA and QDA are based on functions that use numerical data. 

 
Table 2. Dataset form after cleaned 

Feature Range Type 

Gender 1, 2  Numeric 
Age 20 - 79 Numeric 
Urea 0.5 - 38.9 Numeric 

Cr 6 - 800 Numeric 
HbA1c 0.9 - 16 Numeric 
Chol 0 - 10.3 Numeric 
TG 0.3 - 13.8 Numeric 

HDL 0.2 - 9.9 Numeric 
LDL 0.3 - 9.9 Numeric 

VLDL 0.1 - 35 Numeric 
BMI 19 - 47.75 Numeric 

Class Y, N, P Nominal 

 
The data is ready to carry out the model. In this experiment, we split data into 10 segments, and each segment is 

the test data. It happened iteratively 10 times. So, it is called k-10 cross-validation. Following the application of both 
discriminant analysis algorithms, the comparison outcomes will be displayed. Then LDA and QDA are implemented to 
get the optimum model between its discriminant analysis. The result shown in Table 3. In experiment we use a tool to 
namely Weka [30]. 
 

Table 3. Evaluation metric result 

Evaluation LDA QDA 

Accuracy 89,4 93,7 
TPR 89,4 93,7 
FPR 1,8 1,02 

Precision 89,6 94,3 
Recall 89,4 93,7 

F-measure 89,4 93,9 
ROC 91,9 97,7 

 
Accuracy, false positive rate (FPR), true positive rate (TPR), recall and precision are shown in Table 3 above. It is 

evident that QDA typically offers greater value than LDA. In this instance, LDA which is typically effective for a wide 
range of problems is insufficient, and QDA produces superior evaluation outcomes. We can see if the accuracy of LDA 

844

103
53

Class distribution

Yes-Diabetic Non-Diabetic Predicted Diabetic
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= 89.4%, which is lower than QDA that reaches 93.7%. TPR has the same result with its accuracy. Precision of LDA = 
89.64, it is lower than QDA = 94.3%. The recall value of LDA reaches 89.4% less than QDA = 93.7%. The FPR has a 
contrary result, FPR of LDA = 1.8% is higher than QDA = 1.02%. The higher the FPR value, the worse the model because 
there are many errors in the prediction. F-measure performed in LDA = 89.4%, and QDA = 93.9%. This shows that the f-
measure percentage of QDA is better than LDA. Now ROC values are discussed. ROC of LDA is 91,9%, and QDA is 97,7%. 
In this measure, QDA still get the better percentage than LDA. Overall based on evaluation measures, it means QDA 
could give a better result than LDA. Almost all the evaluation shows if LDA evaluation is lower than QDA. 
 

 
Figure 4. Comparison evaluation measure of LDA and QDA 

 
Figure 4 is a comparison result between LDA and QDA. The evaluation such as accuracy, TPR, precision, recall and 

f-measure percentage from QDA is higher than the LDA result. QDA can produce more than about 90% result, while LDA 
yields a lower score of about 80%. LDA accuracy = 89.4%, TPR = 89.4%, recall = 89.4% and f-measure = 89.4%. The 
difference result between LDA and QDA based on accuracy, TPR and recall are 4.3%. A difference in precision is 4.7%, 
LDA = 89.4% and QDA = 93.7%. The result shows a big difference score between the method. Based on this figure, we 
can get if QDA can give better results. It is proven if the model of QDA is more precise and accurate then LDA. When it 
comes to harmonic evaluation, QDA can also yield a higher f-measure percentage than LDA. Next FPR comparison is 
discussed.  
 

 
Figure 5. FPR comparison of LDA and QDA 

 

The comparison of the FPR results is shown in Figure 5. FPR used to know how many negative events among the 
negative ones are mistakenly labeled as positive. From the figure of FPR comparison, LDA give higher value than QDA. 
FPR of LDA = 1.8%, QDA = 1.02%. The FPR difference is 0.78%. A tiny value that is near to zero is an excellent FPR. The 
model is more optimal the closer it gets to zero. It means LDA gives more errors while predicting the data. It shows that 
LDA performance has much miss classified on the model. In the health sector, it is necessary to use a model that has 
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an accurate level or a small error in prediction because it is related to health and even life. Based on the figure, we can 
get the result if QDA can perform better to predict diabetes disease.  

 
Figure 6. Confusion matrix of LDA model 

 
Figure 6 above show the confusion matrix result based on LDA prediction model. The predictions, 796 predicted 

data for actual diabetes, 13 predicted possible diabetes, and 85 predicted no diabetes at all. The 106 remaining data 
points were included in incorrect predictions. The error in the data classification is roughly 10.6%. Because of the 
significant number of prediction errors, the model is unsuitable for use. 
 

 
Figure 7. Confusion matrix of QDA model 

 
Figure 7 contains the confusion matrix of the QDA classifier. According to the confusion matrix, there were 94 

nondiabetic predictions, 43 predicted diabetes, and 800 positive diabetes. The accuracy reaches 93.7%, an indication 
that most of the classes were predicted correctly. The 6.4% remain said the wrong classify. This error value is lower 
than that of LDA. Thus, it is evident that QDA is superior to LDA. 

Since we get the TPR and FPR values refer to the Table 3, ROC values can be produced. The value of ROC has been 
shown in Table 3 before. Based on ROC before, here we will discuss the AUC (area under curve) graph. There are x and 
y axes in this two-dimensional graph. TPR is the x-axis and FPR is the y-axis. 
 

 
Figure 8. ROC curve of LDA (left) and QDA (right) 

 
The area under the curve (AUC) for LDA is shown in Figure 8 (left) above. This graph can be said to be good because 

ROC = 0.919 which shows that the value is close to 1. There is only a difference about 0.081. A good ROC value is one 
that is close to 1. If it is close to 0, then the model is very bad. The threshold value for ROC is 0.5 as the threshold point. 
So, the ROC from LDA can still be said to be good. 

Figure 8 (right) above is a visualization of the ROC curve of the QDA model. It can be seen from this visualization 
that the line almost fills the graph perfectly. The graphics have come a long way since the start. As seen on the y-axis, 
this suggests that the model has a high TPR value. The value of ROC for QDA is 0.977. This value is more than 0.5 and 
very close to 1, The difference is merely 0.023. The model is fitter than the LDA previously discussed. In this case, the 
performance of QDA is close to its exact value due to the extremely slight difference and proves that QDA is suitable 
for predicting diabetes disease. 
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In this research, based on all experiments that have been carried out from data preprocessing to testing, the 
evaluation metric of LDA gives a high value but didn’t touch the QDA score. The performance of the LDA model 
approaches a value of more than 80% when examining the evaluation metrics that have been generated. It is proven 
that LDA can be used to classify diabetes disease causes the evaluation scores are high. But QDA performs more 
properly than LDA. QDA can be fitter to do classification on this data case. This is indicated by the high evaluation 
measure value, around more than 90%. Because QDA provides the most optimum performance, it can be said that the 
dataset is spread nonlinearly, and quadratic discriminant analysis is the best learning to do prediction diabetes disease. 
 
4. Conclusion 

Machine learning approaches have been used wide area including the health field. To prevent and detect diabetes 
early on, machine learning techniques have been used to forecast the condition. This research uses discriminant 
analysis algorithm, such as LDA and QDA algorithms as comparison algorithms. The outcome of this study is LDA has 
less performance than QDA. LDA results are lower than QDA, whereas QDA yields accuracy = 93.7%, TPR = 93.7%, 
precision = 94,3%, recall = 93,7%, and F-measure = 93.9%. QDA produces the lowest FPR about 1.02%, which is less than 
LDA. It means LDA has more misclassifying than QDA. The ROC value shows the performance reliability of the classifier. 
ROC of QDA = 0,977. The value closest to 1 indicates that the model performance is very capable. It is proven that 
discriminant analysis can predict diabetes disease. Especially QDA because the data is spread nonlinearly and can 
solve high-dimensional data, so QDA result is better than LDA. Based on the result, it shows if the quadratic function is 
proper to do prediction in this data. For further work, the implementation of LDA is recommended to reduce the 
dimensions and then classify them. The primary characteristic of the dataset is its high dimension, which is a result of 
the abundance of features it contains 
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