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Abstract 
The song "Dangdut" is one of the most popular songs in Indonesia, having 
gained popularity from the 1960s until the present. It's even been 
acknowledged as authentic Indonesian music. There are both positive and 
negative effects on the pendengarnya of lagu dangdut. Positive dampening 
can lower stress levels, and negative dampening occurs when emotions are 
heightened. If this was brought up by a young child who was not yet fully 
grown, it would give them a hard time and negatively impact their journey. 
According to this framework, it is recommended that any eroticism in the lyrics 
of dance music be identified. It is therefore advised to look for signs of 
sexuality in the lyrics of dangdut songs. The intention is to restrict and filter 
the music that kids can listen to. Using LDA and QDA classifiers in conjunction 
with natural language processing is the suggested approach. According to 
research findings, LDA can identify more than QDA. The LDA examination 
yielded the following results: recall = 56.522%, accuracy = 56.522%, precision 
= 79.13%, and F1score = 65.942%. It has been demonstrated that discriminant 
analysis, particularly LDA, is useful for classification, as QDA has not shown 
itself to be the most effective method in this instance. 

 
1. Introduction 

Songs are works of sound art that can express emotions or moods. Songs are great for self-expression since they 
are deeply connected to feelings, among their many other advantages [1]. However, songs can also be utilised as a 
form of entertainment to convey feelings that are being felt. In addition, songs can be utilised as a teaching tool in the 
field of education [2], [3]. Songs are engaging because they can grab the listener's interest through wordplay, lyrics, and 
language that speaks to societal norms. As a result, songs play a crucial part in our lives and are inextricably linked to 
people around us. 

Songs come in a variety of forms that are also referred to as genres. Danggadut is a song genre that is commonly 
associated with Indonesia. One of the songs that is popular in Indonesia is dangdut. Its existence from its beginning, 
approximately in the year 60, to the present has been demonstrated [4]. The Malay orchestra that began to emerge in 
the 1970s is what gave rise to the history of dangdut songs. After that, it evolved until the early 2000s, when dangdut 
koplo first appeared [5]. Because the lyrics in dangdut reflected authentic Indonesian culture, the song was submitted 
to UNESCO in 2012 and was granted a patent as original Indonesian music [6].  

Songs in the Dangdut style are distinct from other song genres in both content and lyric delivery. The benefit of 
dangdut music in daily life is what makes it special. Dangdut music is one of them; it can be a useful tool in therapy. It 
has been demonstrated that studies have indicated that listening to dangdut music can lower depression levels [7]. 
Rhoma Irama is one person who demonstrated how to use Dangdut songs as a da'wah medium [8].  

Song lyrics and dangdut music frequently enforce various values and conventions [9]. Some of the dangdut song 
lyrics that have recently surfaced on the Indonesian music scene, however, are less respectful—some even border on 
vulgar—and they emphasise erotic elements. Dangdut music used to provide a bad impression. This is so because 
dangdut songs are thought to have mature lyrics. There has been an incidence of sexual assault against minors as a 
result of the dangdut music that they were exposed to [10]. Even worse, teens' sexual behaviour may be influenced by 
implicit exposure to pornography [11].   

Dangdut music became popular among a wide range of people, including kids and teenagers. The lyrics of Dangdut 
songs have both positive and negative effects. Negative dangdut song lyrics, like those containing offensive language, 
influence how people use language in daily life. A state of lustful arousal is called eroticism (KBBI). If young people hear 
lyrics containing adult and vulgar elements (eroticism), it will affect their behaviour and psychology [12]. It's feared that 
kids will pick up negative traits and behave badly [13]. A few more dangduts with suggestive content are likewise 
restricted in their distribution by the Indonesian Broadcasting Commission. 
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Preventive actions are therefore required. Finding and removing dangdut songs that contain eroticism is one 
method. There are natural language processing (NLP) techniques in computer science. NLP is frequently utilised with 
text data to extract the information present in it [14]. NLP can help you solve issues with sentiment analysis and 
classification using common language [15]. The fundamental function of natural language processing (NLP) is to 
preprocess text data to prepare it for machine learning (ML) classification. 

Discriminant analysis, specifically linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA), is 
the machine learning technique used in this study. The method of reducing high dimensional data through LDA is more 
well-known. LDA, on the other hand, can be applied to two data class classifications. LDA's ability to produce high 
accuracy on linearly separated data is one of its cool features [16]. While QDA and LDA are similar, QDA is used for 
classification on nonlinearly separated data [17]. This study will use natural language processing to handle lyric data in 
addition to LDA and QDA based on the previously mentioned foundation. We will compare the two methods' capabilities 
to determine which classifier performs the best. 

 
2. Research Method 

 
Figure 1. Research methodology 

 
The above Figure 1 depicts the research methodology. The initial step is gathering and labelling data based on this 

image. The researchers gathered lyrics to dangdut songs as their data. Some songs are not allowed to be shared or 
streamed because of certain lyrics [6]. This source indicates that 24 songs are only occasionally broadcast in Indonesia. 
The song will be categorised as erotic as a result. We will gather non-erotic songs from other dangdut songs in the 
interim. 

Preparing the data is the second step. Lyrics from songs make up the raw data. To ensure that the data is prepared 
for processing using machine learning algorithms, preprocessing is required. Case folding was utilised to standardise 
the style of the song lyric text. Tokenization was employed to eliminate extra space, needless punctuation, and symbols. 
Meaningless words were filtered out. Words with affixes to their base words were returned using stemming. Finally, 
text data was weighted using TF-IDF to convert it into numerical form [18]. Because it helps balance the weight between 
words that appear frequently and words that appear rarely, the term frequency-inverse document frequency (TF-IDF) is 
very commonly used in weighting [19].  

 

𝑇𝐹 − 𝐼𝐷𝐹 =
𝑓𝑟𝑒𝑞𝑖(𝑑𝑗)

∑ 𝑓𝑟𝑒𝑞𝑖(𝑑𝑗)𝑘
𝑖=1

log (
𝑁

𝑑𝑓(𝑖)
) + 1        (1) 

 

𝑓𝑟𝑒𝑞𝑖(𝑑𝑗) is the number of word frequencies in the document. N is the total number of documents. 𝑑𝑓(𝑖) is the number 

of documents containing the word term. 
Using machine learning techniques to create an identification model is the third step. Discriminant analysis is the 

hang method employed. Following the application of two methods, the outcomes will be contrasted. These techniques 
are known as quadratic and linear discriminant analysis. Equation (2) displays the LDA formula, while equation (3) 
displays the QDA formula. In the binary class case, the label decision is found in equation (4)[17]. 

 

𝛿(𝑥) ≔ 2(∑−1(𝜇2 − 𝜇1))𝑇𝑥 + ((𝜇1 − 𝜇2)𝑇(∑−1(𝜇1 − 𝜇2)) + 2 𝑙𝑛(
𝜋2

𝜋2
)     (2) 

𝛿(𝑥) ≔ 𝑥𝑇(∑1 − ∑2)−1𝑥 + 2(∑2
−1𝜇2 − ∑1

−1𝜇1)𝑇𝑥 + (𝜇1
𝑇∑1

−1𝜇1 − 𝜇2
𝑇∑2

−1𝜇2) + ln (
|∑1|

|∑2|
) + 2ln (

𝜋2

𝜋2
)  (3) 

𝐶̂(𝑥) = {
1, 𝑖𝑓𝛿(𝑥) < 0

2, 𝑖𝑓𝛿(𝑥) > 0 
            (4) 

 
The final step is testing and evaluation. There are several evaluation measures used in this research, namely 

accuracy to find out how good the model is at predicting, the formula is shown in equation (5); precision to find out how 
close the information provided by the classifier is, the formula is shown in equation (6); recall is an evaluation to 
determine the number of true positives predicted by the model, the formula is shown in equation (7); and f1 score is a 

Collecting data Praprocess data
Training create 

model
Testing and 
evaluation
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harmonious value using calculated values from precision and recall [20]. The F1score can be applied to data that has 
unequal class distribution. The f1score formula is displayed in equation (8). Additionally, we compute the area under 
the curve, or auc, which is helpful for modelling errors from the classification model that is being developed[21]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑁
100%         (5) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
100%         (6) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 100%         (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
100%        (8) 

TP= true positive, TN = true negative, FP = false positive, and FN = false negative. 
 

To find the classification model with the best performance, multiple evaluations are used. The evaluation value 
and the outcomes of the LDA and QDA will next be compared. After that, the results will be analysed and discussed. 

Research design, research procedure (represented by algorithms, pseudocode, or other relevant objects), how to 
test, and the data collecting process are all included in the research method [22], [23]. It is necessary to identify and 
caption both the figure and the table. Italic type, center alignment, 10-point font size, and single spacing are used for 
the name and caption. Make sure that neither the name nor the caption crosses any columns or pages. Figure names 
and captions might go below the figure, whereas table names and captions could go above the table. The figure/table 
caption and name should be separated by a dot. The names of the figures and tables are given Arabic numbers, and 
they are then given numbers in the order in which they occur in the main text. Table 1, Tables 1, 3, and 4, Tables 3 
through 5, and so forth are the proper names for the many tables. Similar names for figures should be used for Figure 
1, Figure 8, and Figure 9, etc. Abbreviations should never be used in sentences that begin with a figure reference. 
    
3. Results and Discussion 

The performance of the classifier suggested in this study is used to determine the research's conclusions. Internet 
searches yielded the data, which was subsequently tabulated and stored. 111 instances of the data were used, and 
Figure 2 below displays the class distribution. It is evident from the image that up to 85 neutral data with no erotic 
elements exist, while 26 positive class data have eroticism. 

 

 
Figure 2. Class distribution of dataset 

 

The gathered dataset consists of unprocessed data that is not yet prepared for machine learning processing. After 
that, case folding, tokenization, filtering, and stemming were used to preprocess the data. Once the data has made it 
past this point, it only has the essential lyrics from the song. Although the data is still textual, term weighting will be 
used to convert it to numbers this time. The TF-IDF technique is applied. Words with a high TF weight are those that 
show up frequently in documents. In the meantime, IDF will assign the words that appear in the document the least 
amount of weight [18].  
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Table 1. Dataset dimension 

Data Dimensional size 
Before preprocessing data 111, 2 
After preprocessing data 111, 1260 

 
Table 1 above demonstrates that there were only 2 columns and 111 instances in the original data dimensions. 

There are currently 1260 columns in the dataset dimensions. It is evident that the dimension values have increased 
somewhat. Because each term will be its own column, TF-IDF generates a certain number of columns. The number of 
terms in the corpus determines how many columns there are as well. The dimensions will increase with the variety of 
terms in the corpus. The vector values obtained from the TF-IDF transformation are contained in this column. 

After being vectorized, the data will be divided into 80% training and 20% test subsets. While test data is used to 
evaluate the model and determine its performance, training data is used to build a prediction model. Figure 3 below 
displays the findings of the evaluation comparison. 

 

 
Figure 3. comparison result between LDA and QDA 

 
The graph in Figure 3 indicates that QDA performs poorly in comparison to LDA. The results of QDA are known to 

be as follows: recall = 56.522%, accuracy = 56.522%, precision = 79.13%, and F1score = 65.942%. It turns out that 
precision yields the best results when using QDA. This demonstrates that the model has an identification error of 
22.87% and a level of precision of 78.13% when it comes to identifying song lyrics with eroticism-related elements. In 
this instance, LDA can offer the best performance, as shown by the high evaluation value. The evaluation that is 
obtained is as follows: F1score = 94.978%, recall = 95.6522%, accuracy = 95.6522%, and precision = 95.85%. In this 
instance, it is evident from these evaluation values that LDA has the lowest prediction error/miss. The evaluation 
measure value, which is significantly better than QDA, demonstrates this. The data are linearly separated, as the basis 
above demonstrates. For the dataset problems mentioned above, LDA is therefore more appropriate and yields superior 
performance than QDA. 
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Figure 4. AUC curve of LDA & QDA 

 
The area under the curve (AUC) between LDA and QDA is computed and displayed in Figure 4. The TPR and FPR 

determine the AUC number. At each thresholding, the AUC is calculated by comparing the true positive rate (TPR) to 
the false positive rate (FPR). According to the above figure, QDA yields an AUC value of 0.3095 and LDA yields an AUC 
value of 0.75. It is evident that LDA outperforms QDA in terms of prediction accuracy. Because of the weak classifier, 
QDA frequently produces inaccurate predictions.  

 
4. Conclusion 

In summary, we discover that erotic elements in the lyrics of dangdut songs can be recognised. Text song lyrics 
are preprocessed to make them mature data suitable for use as LDA and QDA training and test data. Case folding, 
tokenization, filtering, and stemming are a few of them. After that, TF-IDF is used to produce it as a number. Computers 
can only process data in numerical form, which is why this is done. The ratio used to split the data will be 80%:20%. 
20% of the data is used for testing, and the remaining 80% is used as training data for LDA and QDA. Based on the test 
results, LDA was determined to perform the best, with the following metrics: recall = 56.522%, accuracy = 56.522%, 
precision = 79.13%, and F1score = 65.942%. This paper aims to investigate the effectiveness of discriminant analysis, 
specifically LDA and QDA, for natural language processing classification tasks. The TF-IDF vectorization results provide 
large dimensions, so we advise performing dimension reduction for future work. 
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