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Abstract 
The global phenomenon of suicide should be a serious source of worry. 
Suicide rates are still relatively high in Indonesia. According to the research, 
there are many different reasons why people commit suicide. Anyone can 
commit suicide, whether they are young children, teenagers, or adults. 
Preventive action is one way to avoid this. The prevalence of suicide can be 
used to gauge the level of preventive action. You may gauge how active you 
are in implementing the most effective prevention by looking at the predicted 
suicide rate in the future. Linear regression is one technique for predicting 
suicide rates. The time window (tw) method is also used to prepare the data 
because it is in time series form. The best regression model was tw = 5 with 
MSE = 0.001147, RMSE = 0.033869, and R2 = 0.981643 obtained for all rates. 
The model with tw = 3, which has errors of MSE = 0.001547, RMSE = 0.039334, 
and R2 = 0.969458, is the most accurate one for the female rate. Finally, with 
errors MSE = 0.00318, RMSE = 0.056392, and R2 = 0.973341, we arrive at tw = 
5 for the male rate. 

 
1. Introduction 

Suicide is a phenomenon that causes concern in several nations. According to WHO (World Health Organization), 
there were about 804,000 suicide cases in 2012. [1]. According to WHO, Indonesia, one of the ASEAN nations, was rated 
eighth among nations having a high suicide rate in 2016. [2]. In 2017, WHO also revealed that the suicide rate in 
Indonesia reached 0.44 percent or 7,355 cases of the total recorded deaths. [3]. As many as 75% of cases occur in low 
and middle income countries [4]. In 2019, suicide accounted for one out of every 100 causes of death. [5]. Based on 
recorded data, the death rate caused by suicide is quite high and has become a global phenomenon.  

Suicide is a significant and frequently overlooked global issue. Self-destruction and deliberate death are the forceful 
acts of suicide. [6]. Various demographics, including youth, adults, and the elderly, are susceptible to suicide attempts. 
[7]. In most cases, suicide occurs during youth, which is the period of greatest productivity. Because this is a time of 
emotional stability for teenagers, the age range is dominated by those between the ages of 12 and 20 [8] and the 
transition period to the adult phase. 

This action has a wide range of contributing components as its causes. Usually brought on by personal and 
environmental circumstances. Feelings of impatience, melancholy, conflict, lack of excitement, depression, fear, 
depression, loneliness, and a desire to be alone are a few signs that could appear [8]. These things lead to emotional 
suffering and psychological vulnerability [9]. The majority of male adults with suicidal ideation have a history of severe 
depression in youth that persisted into adulthood [10]. Some techniques that are frequently used include ingesting 
poison, severing the hand's veins, and wishing to be hit by the car [9], stabbing himself, burning himself on fire, hanging 
himself, or plunging into a well or abyss [11] and many others. The hope is that by prolonging life through suicide, the 
issue will be solved right away. [12]. 

How to lower the suicide rate in Indonesia is a topic that still needs to be solved based on several previously listed 
issues. One approach is to implement preventative measures based on estimates of suicide rates. Concern has been 
raised about studies on suicide rates. This study is crucial to do because there is a dearth of literature on predicting 
suicide rates in Indonesia. Another reason is that a third reduction in suicide rates is one of the Sustainable 
Development Goals' (SDG) targets for the year 2030. [5]. Forecasting suicide rates has not been covered in any other 
studies. You can plan appropriate responses to suicide instances by predicting the value of the suicide rate. 

Linear regression is a statistical method that has seen extensive use in forecasting tasks. Prior research that 
employed linear regression to carry out analyses such as estimating the productivity of a process [13], forecasting in 
oil production [14], unemployment rate prediction [15] dan food proce predictions [16]. Finding the relationship between 
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a dataset's variables' independence and dependency is how linear regression functions. [17].  Given the effectiveness 
of the linear regression method, this study will forecast Indonesian suicide rates using the linear regression model. 

 
2. Research Method 

 
Figure 1. Research framework 

 
There are 4 steps in general as shown in Figure 1. The first step is obtaining the dataset that will be used for this 

forecasting. The dataset is caught from Kaggle formed from WHO & other sources 
(https://www.kaggle.com/datasets/sandragracenelson/suicide-rate-of-countries-per-every-year). The dataset 
contains lists of countries and is categorized based on male like male/female and overall rate. The dataset is built per 
year, beginning in 2000 and concluding in 2019. The second steps are preparing the dataset before goiong to do 
regression method Only the data for the nation of Indonesia will remain once the dataset has been filtered. The dataset 
is then divided into time ranges in the following step. Using a sliding temporal frame is a recursive method of value 
estimation. [18]. An illustration can be seen in Figure 2 below. 

 

 
Figure 2. Sliding time window illustration 

 
Based on Figure. 2 above, there is a time window with a length denoted by n. The features utilised to estimate the 

value will be the value of n, which will determine how long the time window will be trimmed. The number of features is 
likewise indicated by the n value here. The reason it is called sliding is because, up until the number reaches the end of 
the year, the time frame will always move. In this study, the best model was found using a temporal window approach 
of 1 to 5. This is accomplished because it will be compared with various time windows because a time window of 1 
does not always produce the best model. 

The third step is creating a prediction model using linear regression. A statistical technique called linear regression 
is used to determine how closely the source variable and the effect variable are related [15]. The requirement of linear 
regression is dependent 𝑥 as a predictor and independent variable 𝑦 as a target. The linear regression purpose is to find 
the relation between both variable [16]. If there is only one feature, it is named with simple linear regression. If there is 
more than one feature, the name is multiple linear regression. Commonly linear regression equation shown Equation 
(1).  

 
𝑦 = 𝑎0 + 𝑎1𝑥1 + 𝑎𝑥2 + ⋯ 𝑎𝑗𝑥𝑗   (1) 

 
𝑎0 means an intercept as a constant value, 𝑎𝑗 is a regression coefficient in each feature that give the weight, 𝑥𝑗 is a 

feature or predictor in dataset and 𝑦 is a regression value. When the researched variables are a function of two other 
variables, the equation is extremely helpful for matching experimental results. In two-dimensional case, the 𝑦 will be 
represented as a line.  

The fourth step is to do some evaluation. Some evaluation techniques that will be used in this study, include mean 
square error (MSE) to produce moderate mistakes, which are usually better for tiny errors but can occasionally make a 
significant difference and root mean square error (RMSE) to indicate the level of data concentration around the 
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regression line and R square (𝑅2) or coefficient of determination used  to assess how well a model can capture changes 
in the dependent variable [17].  

The formula is given below where 𝑁 is total row data, 𝑌𝑖 is the regression value, 𝑇 is the mean of all target values 
and  𝑇𝑖 are the targets. Theese value will be used to do comparison to get know better model. Better model is the model 
with final error is the lowest [19]. 

 

𝑀𝑆𝐸 = ∑
(𝑇𝑖−𝑌𝑖)2

𝑁

𝑁
𝑖=1    (2) 

𝑅𝑀𝑆𝐸 = √∑
(𝑇𝑖−𝑌𝑖)2

𝑁

𝑁
𝑖=1    (3) 

𝑅2 = 1 − 
∑ (𝑇𝑖−𝑌𝑖)2𝑁

𝑖=1

∑ (𝑇𝑖−𝑇)2𝑁
𝑖=1

   (4) 

 
The fifth step results and discussion. In general, this study does a comparison between each model from the prior 

step. In this phase will be known the best model of linear regression to forecast suicidal rate. Then describe the 
conclusions. 
 
3. Results and Discussion 

The dataset used in this research is shown in Table 1. The data was collected from 2000 until 2019. Also consists 
of three categories of rate, there are all rate, female, and male rate. There are 20 rows of data that will be used in this 
research. 

Table 1. Indonesian suicidal rate 

Year All rate Female rate Male rate 

2000 3,8 2,1 5,5 

2001 3,7 2 5,5 

2002 3,6 2 5,4 

2003 3,6 1,9 5,3 

2004 3,5 1,8 5,2 

2005 3,3 1,7 5 

2006 3,2 1,7 4,8 

2007 3,2 1,6 4,8 

2008 3,1 1,6 4,6 

2009 3 1,5 4,5 

2010 2,9 1,5 4,4 

2011 2,9 1,5 4,3 

2012 2,8 1,4 4,2 

2013 2,7 1,3 4,1 

2014 2,6 1,3 4 

2015 2,6 1,2 3,9 

2016 2,6 1,2 4 

2017 2,6 1,2 4 

2018 2,6 1,2 4 

2019 2,6 1,2 4 

 
The data visualisation is displayed in Figure 3 below. We can determine whether the suicide rate is higher for men 

and lower for women by looking at this graph. The average trend line, meanwhile, is halfway between the figures for 
men and women. The trend line on the chart often slops downward, although it has the potential to rise. Here is where 
developing a forecasting model is crucial.  
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Figure 3. Graphic of suicidal rate all, male and female 

 
The data is then divided according to a preset time window, namely a time window of 1 to 5. This is applicable to all 

rates, both female and male rates included. Next, use linear regression to build a forecasting model. By examining the 
MSE and RMSE values of each model, the evaluation value utilised for comparison is determined. Table 2 below lists 
each experiment's outcomes. 
 

Table 2. Indonesian suicidal rate 

Time 
window 

All rate Female rate Male rate 

MSE RMSE MSE RMSE MSE RMSE 

tw1 0,002509 0,050092514 0,001989 0,0446 0,004877 0,069834 

tw2 0,002591 0,050899959 0,001819 0,042649 0,003927 0,062666 

tw3 0,002301 0,047963693 0,001547 0,039334 0,003788 0,061549 

tw4 0,001478 0,038449735 0,001586 0,039819 0,003366 0,058014 

tw5 0,001147 0,033869118 0,001676 0,040945 0,00318 0,056392 

 
The linear regression model in time windows 1 and 2 was unable to deliver the greatest performance in each 

category of suicide rate, according to Table 2 above. The female rate can be reached with the lowest error value at tw 
= 3. The MSE and RMSE were 0.001547 and 0.039334, respectively. It turns out that the forecasting model is unable to 
generate the optimum evaluation at tw=4. In contrast to tw=5, the whole rate and male rate can offer the best 
assessment. It generates RMSE = 0.033869118 and MSE = 0.001147 at all rates. MSE = 0.00318 and RMSE = 0.056392 
are used to evaluate the male rate. 
 

 
Figure 4. Chart line of RMSE in each category based on time window 
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Figure 4 describes the effect of the time window in the linear regression model. RMSE of suicidal rate for all, males 
and females are compared. Because the RMSE value for tw = 1 is higher than that of the other models, it can be observed 
that this model is the poorest. The RMSE is improved and worsened while tw = 2 and 3. The RMSE value grows for the 
female rate at tw=4 and 5, while it decreases for the other models. Consequently, it is understood that tw = 3 provides 
the optimal model for the female rate. The graph's lowest point is at tw = 5, making that the most ideal tw for both all 
rates and male rates. According to the figure, model improvements typically result from raising the time window value. 
The graph is sloped and shows a steady decline. One may say that the linear regression time window can hone the 
model. 

 

 
Figure 5. Comparison prediction with the target in all rates of suicidal rate 

 
Comparison between the regression model's line of predicted values and the actual value. The prediction model with 

tw=5 gives a line that is almost identical and suits the target, as shown in Figure 5. There is a small space between the 
line and the MSE = 0,001147 error result. 

 

 
Figure 6. Comparison prediction with the target in female rates of suicidal rate 

 
The regression model result between the prediction and the actual female rate is shown in Figure 6 above. The 

prediction line with time window = 3 on female rate produces an error of MSE = 0.001547. The line of prediction is close 
enough between the actual rate and the prediction one.  
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Figure 7. Comparison prediction with the target in male rates of suicidal rate 

 
The predicted line is depicted in Figure 7 above, situated between the actual line and the regressor result. With MSE 

= 0.00318, the error is sufficient. Since rates increased in 2015, linear regression performed less well than the other 
models, and as a result, this error was larger than that of the other models. In addition, linear regression can only handle 
predicting in linear circumstances; it cannot handle forecasting in non-linear cases. 
 

Table 3. Regression function and the R square value 

Model 𝑅2 Function 

All rate tw5 0,98164286 
0,34980966 + −0,397811087 𝑥1 +  0,459909588 𝑥2 +  0,12003331 𝑥3 

+  −0,251665477 𝑥4 +  0,935343802 𝑥5 

Female rate tw3 0,96945813 0,121199245 +  0,067516525 𝑥1 +  0,235717658 𝑥2 +  0,573182247 𝑥3 

Male rate tw5 0,97334112 
0,627885952 +  −0,099060094 𝑥1 +  −0,072893516 𝑥2 

+  0,178696234 𝑥3 +  0,158048067 𝑥4 
+  0,676766599 𝑥5 

 
The regression function and 𝑅2value is presented in Table 3 above. The function depends on each category's rate 

and the previously chosen time window. The value of 𝑅2 is used to know the determination coefficient. This figure, 
which can be expressed as a percentage, demonstrates the forecasting model's level of effect. For all rate, the 𝑅2 = 
0,98164286 equals to 98,17%. The function is regresinya adalah 𝑦 =  0,34980966 +  −0,397811087 𝑥1 +
 0,459909588 𝑥2 +  0,12003331 𝑥3 +  −0,251665477 𝑥4 +  0,935343802 𝑥5. Based on this function, the coefficient for 
variable 𝑥5 has the highest positive influence and 𝑥1 has a negative influence on the prediction. Female rate forecasting 
model with time window = 3 gives 𝑅2 = 0, 96945813 or about 96,95% of these models have influence. The regression 
function is 𝑦 = 0,121199245 +  0,067516525 𝑥1 +  0,235717658 𝑥2 +  0,573182247 𝑥3. All coefficient values are 
positive, which means each variable has a positive impact on the prediction model. Meanwhile, the forecasting model 
for male rate with time window = 5 has 𝑅2 about 0,97334112. It can be said that this regression model has an influence 
of 97.34%. The regression function is 𝑦 = 0,627885952 +  −0,099060094 𝑥1 +  −0,072893516 𝑥2 +
 0,178696234 𝑥3 +  0,158048067 𝑥4 +  0,676766599 𝑥5. This model has a negative coefficient on 𝑥1 and 𝑥2, the largest 
positive coefficient is on 𝑥5. 
 
4. Conclusion 

Referring to the findings and analysis, observations reveal that linear regression can be used to predict suicide rates 
in Indonesia, including the overall rate, the rate for women, and the rate for men. We investigated the impact of dividing 
the time window on the final regression model using a time window in the test. When the MSE, RMSE, and R2 
assessment values for each experiment produce varying results and are constantly shifting, this occurs. Testing is done 
there since different time window values don't always result in small errors. It was discovered that tw = 5 with MSE = 
0.001147, RMSE = 0.033869, and R2 = 0.981643 was the best regression model at all rates. The most accurate model 
for the female rate is tw = 3, with the resulting errors being MSE = 0.001547, RMSE = 0.039334, and R2 = 0.969458. 
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Finally, we arrive at tw = 5 for the male rate with errors MSE = 0.00318, RMSE = 0.056392, and R2 = 0.973341. Since 
data is not always linear, future recommendations include using nonlinear regression techniques. Linear regression has 
the property that it can be applied to linear data. 
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